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1. INTRODUCTION
Mining frequent itemsets from a database is the first step in finding association rules among the items of the database. It is also the most expensive step. Since Han et al. proposed the FP-tree (frequent pattern tree) as a compact representation of a database and the recursive FP-growth algorithm of mining frequent itemsets [1], there has been tremendous interest in adopting and improving [2, 3] or parallelizing it [4]. The basic idea of FP-growth algorithm is to grow the pattern fragment through recursive calls to avoid candidate enumeration. The depth of the recursive calls grows only if the current pattern fragment is frequent. The performance study showed that the FP-growth algorithm is at least a magnitude faster than Apriori-based algorithms [1].

Given the set of frequent items \( I = i_1 \cdots i_n \) in the increasing order of support, the FP-growth algorithm basically tries to find all the frequent itemsets containing \( i_1 \), then those containing \( i_2 \) but not \( i_1 \), those containing \( i_3 \) but not \( i_1i_2 \) and so on. To find the frequent itemsets containing \( i_1 \), it constructs the conditional database on \( i_1 \) and calls the same algorithm recursively. The frequent pattern grows as the recursive calls get deeper. Thus, the set of all frequent itemsets can be found without enumerating the candidates. But, it comes with the cost of deep recursive calls when the frequent patterns are long.

In our recent effort to parallelize the FP-growth algorithm [4], we used \( k \)-prefix partitioning [5] to partition the search space and have more parallel tasks for better load balancing and high speedup. In our experiments, we found incidentally that our parallel FP-growth algorithm running on a single processor is faster than the original FP-growth algorithm [1] for some databases. This prompted us to study why our algorithm is faster and to do further experiments.

It turned out that when we partition the search space for more parallel tasks, we actually enumerate the prefix of each possible frequent pattern and then call the FP-growth algorithm to find the rest of it. The extent of this enumeration is controlled by a parameter \( 1 \leq k < n \). Since \( k < n \), it is called partial enumeration. When \( k = 1 \), our algorithm degenerates to the original FP-growth algorithm of [1]. When \( k > 1 \), we actually turn the construction of part of the frequent pattern from recursion to enumeration. We did extensive experiments to evaluate our algorithm with partial enumeration and found that mining with partial enumeration \((k > 1)\) consistently outperforms the mining without enumeration \((k = 1)\) for the databases with high density.

The rest of the paper is organized as follows. In Section 2, we present our mining algorithm with partial enumeration and show that when the enumeration depth \( k = 1 \), our algorithm degenerates to the FP-growth algorithm of [1]. In section 3, we report and analyze the results of our experiments on five datasets from [6]. Section 4 concludes the paper.

2. PARTIAL ENUMERATION
It is necessary to provide preliminary concepts and notations first. A database \( D \) is a bag of transactions. A transaction is a set of items which is a subset of the total set of items \( I = \{i_1, \ldots, i_n\} \), the set of all items used in the database. An itemset is also a subset of the total set of items \( I \). The support of itemset \( x \) in database \( D \), denoted \( \text{support}(x) \)
as \( \text{Supp}(x) \), is the number of transactions in \( D \) containing \( x \). That is,
\[
\text{Supp}(x) = \{ t \mid t \in D \land x \subseteq t \} \tag{1}
\]

Given a threshold \( 1 \leq \xi \leq |D| \), an itemset \( x \) is frequent if \( \text{Supp}(x) \geq \xi \). The frequent itemset mining problem is to find all the itemsets \( x \) with \( \text{Supp}(x) \geq \xi \) for a given threshold \( \xi \). Let the set of frequent itemsets of \( D \) with respect to \( \xi \) be denoted as \( F_D(\xi) \), or \( F_D \) if \( \xi \) is understood, and we have:
\[
F_D(\xi) = \{ x \mid x \in 2^I \land \text{Supp}(x) \geq \xi \} \tag{2}
\]

where \( 2^I \) is the power set of \( I \), the set of all subsets of \( I \) including the empty itemset and \( I \) itself. The support of the empty itemset \( \emptyset \) is \( |D| \), i.e. \( \text{Supp}(\emptyset) = |D| \), because every transaction in \( D \) contains \( \emptyset \). Thus, the empty itemset \( \emptyset \) is a trivial frequent itemset due to \( |D| \geq \xi \).

A subset of any frequent itemset is also frequent, because \( \text{Supp}(y) \geq \text{Supp}(x) \) if \( y \subseteq x \), according to (1). An item \( i \) is frequent, if the support of its singleton set is greater or equal to the threshold, i.e. \( \text{Supp}(\{i\}) \geq \xi \). Obviously, non-empty frequent itemsets can only be made of frequent items. Without loss of generality, we can assume that \( I \) is the set of frequent items of database \( D \) [7]. We also assume that the items of \( I \) are sorted according to the increasing order of support, i.e. \( \text{Supp}(\{i_1\}) \leq \cdots \leq \text{Supp}(\{i_n\}) \).

In this paper, we use strings to represent itemsets. Therefore, the total set of items is written as \( I = i_1 i_2 \cdots i_n \). The search space is the power set of \( I \) denoted as \( 2^I \). It is a complete Boolean lattice, \( <, \lor, \land, \lor > \). Any subset of \( I \) is written as a string of items in the increasing order of their supports. The contiguous substring of \( I \) is written as \( [i, j] \) with \( 1 \leq i < j \leq n \). In particular, the \( k \)-prefix of \( I \) is denoted as \( I_k = I[1..k] \). The empty subset of \( I \) is denoted as \( \emptyset \).

The idea of partial enumeration comes from \( k \)-prefix partitioning of the search space [5, 4]. Given an integer \( k < n \), we use \( k \)-prefix of \( I, I_k \), to partition \( 2^I \) as follows: for each subset \( x \) of \( k \)-prefix \( I_k \) (including the empty subset \( \emptyset \)), i.e. \( x \in 2^{I_k} \), we define partition \( P_k \) as:
\[
P_k = \{ x \cup y \mid y \in 2^{[l(k+1) - n]} \} \tag{3}
\]

We have
\[
P_{x_1} \cap P_{x_2} = \emptyset, \forall x_1, x_2 \in 2^{I[1..k]} \land (x_1 \neq x_2)
\]

because if \( x_1 \neq x_2 \), \( P_{x_1} \) and \( P_{x_2} \) cannot have a common element. It is obvious that
\[
\bigcup_{x \in 2^{I_k}} P_k = 2^I
\]

Therefore, the task of mining all the frequent itemsets in \( 2^I \) from \( D \) can be reduced to mine the frequent itemsets in each individual partition \( P_k \) for all \( x \in 2^{I_k} \). The \( x \) can be enumerated from \( I_k \). Since \( x \) would be part of a frequent itemset to be found in \( P_k \), we call the enumeration of \( x \) \textit{partial enumeration}. Parameter \( k \) determines length of \( I_k \) and it is called \textit{enumeration depth}.

To mine the frequent itemsets in a particular partition \( P_k \), we do not need the whole database \( D \), but only the conditional database on \( x [4] \) defined as follows:

**Definition 1.** Given a database \( D \) and a subset of prefix \( I_k, x \in 2^{I_k} \), the conditional database of \( D \) on \( x \), denoted as \( D_x \), is
\[
D_x = \{ t - I_k \mid x \subseteq t \land t \in D \}
\]

Here, the set subtraction \( t - I_k \) is \( t \cap \overline{I_k} = t \cap I[\{k+1..n\}] \).

It is important to note that conditional database \( D_x \) may have empty transactions \( t \). This happens when the original database \( D \) has transactions which contain \( x \) and contain the items in \( I_k \) only. It is important to include these empty transactions in \( D_x \), because they will affect the decision on if \( x \) is a frequent itemset of \( D \) as we will see later.

![Figure 1: Example Database](image_url)

Figure 1 shows an example of a database and its conditional databases [4]. The original database at the top-left shows that it has 9 transactions using 9 items named 1, 2, ..., 9. Suppose that the threshold is \( \xi = 3 \) and the frequent items in the non-decreasing order of support are: 8(3), 1(3), 9(4), 5(4), 3(4), 4(5), 2(7). The numbers in the parentheses above are the supports of the items. The database containing only these frequent items is shown as \( D \). Therefore, the total set of (frequent) items is \( I = 819 \) and we have eight conditional databases: \( D_8, D_1, D_9, D_89, D_{81}, D_{819}, D_9, D_{919} \) and \( D_1 \), as shown in Figure 1. Note the empty transactions \( \epsilon \) in \( D_1, D_9, D_{89} \) and \( D_{19} \). For example, \( D \) has three transactions containing 1: 19, 124589 and 123. Subtracting 819 from each of them gives the three transactions in \( D_1: \epsilon, 2345 \) and 23, respectively.

According to Definition 1, we can prove [8] that the support of any itemset \( y \subseteq I - I_k \) in \( D_x \) is the same as the support of itemset \( x \cup y \) in \( D \):
\[
\text{Supp}(x) = \text{Supp}(x) \tag{4}
\]

Therefore, for an itemset \( y \subseteq I - I_k \), itemset \( x \cup y \) is frequent in \( D \) if and only if itemset \( x \) is frequent in \( D_x \).

Based on the discussion above, the mining of frequent itemsets for \( D \) can be reduced to mining the frequent itemsets for each conditional database \( D_x \) for all \( x \in 2^{I_k} \), as summarized in the following theorem [4].

**Theorem 1.** Given a database \( D \) with the total set of items \( I \), a threshold \( \xi \), and the \( k \)-prefix \( I_k \) of \( I \), the set of frequent itemsets of \( D \), can be partitioned to the sets of frequent itemsets mined from each individual conditional database \( D_x \).
for all $x \in 2^k$ as follows:

$$F_D = \bigcup_{x \in 2^k} F'_{D_x}$$

and

$$F'_{D_{x_1}} \cap F'_{D_{x_2}} = \emptyset$$

for $x_1 \neq x_2$, where $F'_{D_x}$ is the set of frequent itemsets mined from $D_x$ as $F'_{D_x} = \{x \cup y \mid y \in F_{D_x}\}$.

Recall that $F_D$ and $F_{D_x}$ are the sets of frequent itemsets of $D$ and $D_x$, respectively. When applying Theorem 1 to mine frequent itemsets of $D$, it is important to consider if the empty itemset $\epsilon$ is frequent or not in each conditional database $D_x$, because $x$ is a frequent itemset of $D$ if and only if $\epsilon$ is frequent in $D_x$. The support of the empty itemset $\epsilon$ is the total number of transactions in the database, because every transaction contains it. Therefore, empty itemset $\epsilon$ is frequent in $D_x$ if and only if there are at least $\xi$ transactions including empty transactions $\epsilon$ in $D_x$. In the conditional databases shown in Figure 1, empty itemset $\epsilon$ is frequent only for $D_x, D_1, D_0$ and $D_x$, because each of them has at least $\xi = 3$ transactions. The set of frequent itemsets of each conditional database in the example is also shown in Figure 1. Note that $F_{D_{x_1}}, F_{D_{x_2}}, F_{D_{x_3}}$ and $F_{D_{x_4}}$ are empty, but $F_{D_1}$ and $F_{D_0}$ are not empty, as they contain $\epsilon$. As a result, $F'_{D_{x_1}}, F'_{D_{x_2}}, F'_{D_{x_3}}$ and $F'_{D_{x_4}}$ are empty, but $F_{D_1} = \{1\}$ and $F_{D_0} = \{9\}$. We also have $F'_{D_x} = \{8, 82, 85, 825\}$ because $F_{D_x} = \{2, 5, 25\}$.

Note that $F'_{D_x} = F_{D_x}$ according to $F'_{D_x} = \{x \cup y \mid y \in F_{D_x}\}$ in Theorem 1. Therefore, the equation for the set of frequent items of $D$ can be written as:

$$F_D = \left( \bigcup_{x \in 2^k} F'_{D_x} \right) \cup F_{D_0}$$

Note that the total set of items of $D_x$ is $I([(k+1).n]$). To find the frequent itemsets of $D_x$, we can use the same mechanism to partition the search space $2^l([k+1].n]$ for $D_x$ with its $k$-prefix $I([(k+1).2k]$. The conditional database of $D_x$ on $x \in 2^l([k+1).2k]$, $D_{x_{k}}$, should be

$$D_{x_k} = \{t - I([(k+1).2k] \mid x \subseteq t \wedge t \in D_1\}$$

according to Definition 1. Let us use $I_{k}^j$ to denote the $j$-th $k$-prefix:

$$I_{k}^j = I([(j-1)(k+1).jk]$$

So, our previous $k$-prefix $I_k$ is denoted as $I_{k}^k$ now. Now, equation (5) can be rewritten as:

$$F_D = \left( \bigcup_{x \in 2^k} F'_{D_x} \right) \cup \left( \bigcup_{x \in 2^k} F'_{D_x} \right) \cup F_{D_0}$$

This process of partitioning the mining of the last $\epsilon$ conditional database continues until no items are left to partition.

To avoid the notation of deep subscripts, we need to use new notation for $\epsilon$ conditional databases. Let us use $D_1$ for $D_{1_{x}}$, $D_2$ for $D_{2_{x}}$ and so on. So, we have

$$D_2 = \{t - I([(k+1).2k] \mid x \subseteq t \wedge t \in D_1\}$$

Because $\epsilon \subseteq t$ is always true, we can drop it and have

$$D_2 = \{t - I([(k+1).2k] \mid t \in D_1\}$$

Note that we had $D_1 = \{t - I[1..k] \mid t \in D\}$. Therefore, we have

$$D_2 = \{t - I[1..2k] \mid t \in D\}$$

In general, we have

$$D_j = \{t - I[1..jk] \mid t \in D\}$$

The original database $D$ is, therefore, denoted as $D_0$.

Similarly, we use $D_{1_{x}}$ to denote $D_{x}, D_{2_{x}} D_{3_{x}}$, and so on for non-empty $x$. Thus, we have

$$D_{2_{x}} = \{t - I([(k+1).2k] \mid x \subseteq t \wedge t \in D_1\}$$

according to Definition 1. In general, we have

$$D_{j_{x}} = \{t - I([(j-1)(k+1)..jk] \mid x \subseteq t \wedge t \in D_{j-1}\}$$

for non-empty $x$. The set of frequent itemsets of $D_{j_{x}}$ is denoted as $F_{D_{j_{x}}}$.

According to (6), the total set of items $I$ is divided to $[\frac{n}{k}]$ $k$-prefixes, $I_{k}^j (j = 1, \ldots, \frac{n}{k}])$, plus a possible $(n \mod k)$-prefix $I([(\frac{n}{k})k+1,n])$ if $k$ does not divide $n$. Each of them is used to partition the search space and database according to Theorem 1.

After the repeated applications of Theorem 1 ($\frac{n}{k}$ times), we have the following equation for the set of frequent item sets of $D$:

$$F_D = \left( \bigcup_{j=1}^{\frac{n}{k}} \bigcup_{x \in 2^k} F'_{D_{j_{x}}} \right) \cup \left( \bigcup_{x \in 2^l([k+1).n]} F_{D_{j_{x}+1}} \right)$$

Here, $F_{D_{j_{x}+1}}$ is the set of frequent itemsets of $D$ obtained from $F_{D_{j_{x}}}$ by

$$F_{D_{j_{x}+1}} = \{x \cup y \mid y \in F_{D_{j_{x}+1}}\}$$

$D_{E}$ is the last $\epsilon$ conditional database:

$$D_{E} = \{t - I[1..n] \mid t \in D\}$$

which contains $|D|$ empty transactions $\epsilon$. $F_{DE}$ can have only one frequent itemset $\epsilon$ if $|D| > \xi$ which always is true. Each of the non-empty $x$ in (10) is an enumeration with length less or equal to $k$. The total number of enumerations is

$$E_n^k = \left[ \frac{n}{k} \right](2^k - 1) + (2^{n \mod k} - 1)$$

For each enumeration $x$, we need to mine the frequent items from the corresponding conditional database. We use FP-growth function of [1] to mine conditional databases. The code of FP-growth algorithm is repeated in function $\text{FP-growth}(D, \alpha)$ shown in Figure 2. Our mining algorithm $\text{FP}(D, I, n, k)$ based on (10) is also shown in Figure 2. The enumeration of $x$ of (10) is done by the for loop with index $i$ changing from 1 to the total number of enumerations, $E_n^k$. Each $i$ is then converted to indexes $j$ and $l$ which are used to construct the partial enumeration $x$ and the corresponding conditional database $D_{j_{x}}$. The if statement distinguishes the $k$-prefix enumeration when $j \leq \frac{n}{k}$ and the possible last $(n \mod k)$-prefix enumeration for $j = \left[ \frac{n}{k} \right]$, if $k$ does not divide $n$. $x$ is extracted from $I$ according to $j$ and $l$ by using operator $\hat{\land}$ between a string (ordered set) $S = s_1 \cdots s_n$ and a binary string $B = b_1 \cdots b_n$ defined as follows. $T = S \hat{\land} B$
function \textit{FP-growth}(\mathcal{D}, \alpha) \\
begin 
if (\mathcal{D} contains a single path \mathcal{P}) then 
foreach combination \beta of \mathcal{P} do 
generate and collect itemset \alpha \cup \beta;
endfor 
return the set of itemsets collected;
else 
\begin{array}{l}
F \leftarrow \emptyset; \\
\text{foreach item } i \text{ in } I \text{ of } \mathcal{D} \text{ do} 
\begin{array}{l}
\text{let } \beta = \alpha \cup \{i\}; \\
\text{Construct } \beta \text{'s conditional database } \mathcal{D}'; \\
\text{if } (\mathcal{D}' \text{ is not empty}) \text{ then} 
\begin{array}{l}
F \leftarrow F \cup \textit{FP-growth}(\mathcal{D}', \beta); \\
\end{array}
\end{array}
\end{array}
endfor 
return \( F \); 
end

\text{PE}(\mathcal{D}, I, n, k) \\
\begin{array}{l}
\mathcal{F}_D \leftarrow \{\epsilon\}; \\
total \leftarrow \lceil \frac{n}{2} \rceil (2^k - 1) + (2^n \mod k - 1); \\
\text{for } (i \leftarrow 1; i \leq \text{total}; i \leftarrow i + 1) \text{ do} 
\begin{array}{l}
j \leftarrow \lceil \frac{2^k}{2^{n-i}} \rceil; \\
l \leftarrow (((i-1) \mod (2^k - 1)) + 1; \\
\text{if } (j \leq \lceil \frac{n}{2} \rceil) \text{ then} 
\begin{array}{l}
\text{Let } B \text{ be the } k \text{-bit binary vector of } l; \\
x \leftarrow I[(j-1)k+1 .. jk] \triangleq B;
\end{array}
\end{array}
\text{else} \begin{array}{l}
\text{Let } B \text{ be the } (n \mod k)-\text{bit binary vector of } l; \\
x \leftarrow I[(j-1)k+1 .. nk] \triangleq B;
\end{array}
\end{array}
\text{Construct } \mathcal{D}_{ix} \text{ using (9) and (8);} \\
\mathcal{F}_{D_{ix}} \leftarrow \textit{FP-growth}(\mathcal{D}_{ix}, \epsilon); \\
\mathcal{F}_D'_{ix} \leftarrow \{x \cup y \mid y \in \mathcal{F}_{D_{ix}}\}; \\
\mathcal{F}_D \leftarrow \mathcal{F}_D \cup \mathcal{F}_D'_{ix};
\end{array}
\text{endfor}
end

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
Databases & \( N \) & \( |\mathcal{D}| \) & \( L \) & \( L/N \) & \( L^2/N \) \\
\hline
chess & 75 & 3,196 & 37 & 0.493 & 18.24 \\
connect & 129 & 67,557 & 43 & 0.333 & 14.19 \\
mushroom & 119 & 8,124 & 23 & 0.193 & 4.431 \\
pumsb & 2,113 & 49,046 & 74 & 0.035 & 2.59 \\
kosarak & 41,270 & 990,002 & 8.1 & 0.000196 & 0.00158 \\
\hline
\end{tabular}
\caption{Database Characteristics}
\end{table}

satisfies \begin{align*}
\begin{cases}
s_i \in T & \text{if } b_i = 1 \\
s_i \notin T & \text{if } b_i = 0
\end{cases}
\end{align*}

for each \( 1 \leq i \leq q \). Then, \textit{FP-growth}(\mathcal{D}_{ix}, \epsilon) is called to obtain the set of frequent itemsets \( \mathcal{F}_{D_{ix}} \) from \( \mathcal{D}_{ix} \) followed by constructing \( \mathcal{F}_{D_{ix}}' \) from \( \mathcal{F}_{D_{ix}} \). \( \mathcal{F}_{D_{ix}}' \) is then added to \( \mathcal{F}_D \), the set of frequent itemsets of \( \mathcal{D} \). Note that \( \mathcal{F}_D \) contains \( \epsilon \) initially. This is because \( \mathcal{F}_{D_{BE}} \) in (10) always has it as its only element.

The conditional database \( \mathcal{D}_{ix} \) can be constructed from the FP-tree of \( \mathcal{D} \). The detailed algorithm can be found in [7].

Let us look at the two extremes of the \( k \) value. When \( k = n \), there are \( E_n^k = 2^n - 1 \) enumerations. This is the full enumeration of the entire search space \( 2^I \). Construction of the conditional database \( \mathcal{D}_i \) for each enumeration \( x \in 2^I \) is essentially a direct checking of \( \mathcal{D} \) against \( x \). Of course, we are not going to take this extreme.

When \( k = 1 \), there are \( E_n^1 = n \) enumerations, each of which is a singleton set: \( \{i_1\}, \ldots, \{i_n\} \). What our algorithm does is to construct \( n \) conditional databases \( \mathcal{D}_{ix} \), \( 1 \leq j \leq n \), and call \textit{FP-growth}(\mathcal{D}_{ix}, \epsilon) \( n \) times. By examining the algorithm of \textit{FP-growth} in Figure 2, this is exactly what would be done by calling \textit{FP-growth}(\mathcal{D}, \epsilon) for the original database \( \mathcal{D} \). Therefore, when \( k = 1 \) our algorithm is actually the \textit{FP-growth} mining of [1] with the least enumeration (which is rightly named by [1] as the mining without candidate generation). However, when the length of frequent itemsets is large, \textit{FP-growth} mining comes with the cost of deep recursive calls, as it needs a recursive call to grow the frequent pattern by one item.

When \( 1 < k < n \), what our algorithm does is to use enumeration \( x \) as part of frequent itemset and let the \textit{FP-growth} mining to find the rest of it. In other words, our algorithm only partially enumerates the candidates and the degree of enumeration is controlled by \( k \). Larger the value of \( k \), the more enumeration and the less recursion. As we discovered in the experimental evaluation, a small \( k \) larger than 1 can reduce the mining time for the databases with high density.

3. EXPERIMENTAL EVALUATION

We have implemented our partial enumeration algorithm in Figure 2. The code for \textit{FP-growth} function is taken from [9], which is an implementation of the \textit{FP-growth} algorithm of [1].

In order to find out the impact of partial enumeration, we took five datasets from [6] for experimental evaluation: chess, connect, mushroom, pumsb and kosarak. The characteristics of the databases are shown in Table 1.

The column \( N \) and \( |\mathcal{D}| \) are the number of items and the number of transactions of the database, respectively. \( L \) is the average transaction length

\[
L = \frac{\sum_{i \in \mathcal{D}} |t_i|}{|\mathcal{D}|}
\]

of the database. \( L/N \) is the canonical (relative) transaction length or density of the database:

\[
\frac{L}{N} = \frac{\sum_{i \in \mathcal{D}} |t_i|}{(|\mathcal{D}| \cdot N)}
\]
Table 2: Execution Times for $k = 1$

<table>
<thead>
<tr>
<th>Database</th>
<th>Execution Times in seconds</th>
<th>$T_1$</th>
<th>$T_2$</th>
<th>$T_3$</th>
<th>$T_4$</th>
<th>$T_5$</th>
<th>$T_6$</th>
<th>$T_7$</th>
<th>$T_8$</th>
<th>$T_9$</th>
<th>$T_{10}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>chess</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4871.902</td>
<td>1789.748</td>
<td>519.277</td>
<td>164.916</td>
<td>52.464</td>
<td>16.177</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>connect</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>22925.714</td>
<td>7796.067</td>
<td>2327.291</td>
<td>557.707</td>
<td>102.380</td>
<td>17.104</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mushroom</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2771.124</td>
<td>409.662</td>
<td>330.114</td>
<td>363.211</td>
<td>97.920</td>
<td>68.951</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pumsb</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6137.523</td>
<td>1899.209</td>
<td>516.022</td>
<td>124.163</td>
<td>33.804</td>
<td>16.320</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>kosarak</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

because if the database is represented by a binary bit matrix, $|D| \cdot N$ is the size of the matrix and $\sum_{D \in D} |t|$ is the number of 1-bits in the matrix. We have $L/N \leq 1$. We divided the five datasets into two groups with high and low density $L/N$. The group with high $L/N$ includes chess, connect and mushroom. The other group includes pumsb and kosarak.

For each of the datasets in these two groups, we run our mining program with partial enumeration ($k > 1$) and without enumeration ($k = 1$) for different thresholds. All our experiments are running on a Dell desktop of 497 MHz Pentium III CPU with 512KB cache and 256MB RAM. Table 2 shows the execution times for $k = 1$, denoted as $T_1$, with different thresholds for each dataset.

Figures 3 and 4 show the percentage of the execution time with partial enumeration ($k > 1$) compared with the time without partial enumeration ($k = 1$) for each dataset. It is calculated by $T_k/T_1$, where $T_k$ is the execution time with enumeration depth $k$. The results show that chess, connect and mushroom show consistent improvement as enumeration depth $k$ increases. Figure 3(b) shows that enumeration depth $k = 7$ reduces the original execution time of connect without partial enumeration ($k = 1$) to its 23.4%–33.5%. Figure 3(a) shows the similar improvement for chess: 27.2%–57.7% for $k = 7$. Figure 4(a) shows that the best performance for mushroom occurs when $k = 8$: 36.8%–69.0%. Note the high density $L/N$ (above 19.3%) for each of them shown in Table 1.

Figure 4(c) shows that partial enumeration does not help reduce the time for kosarak. The average transaction length $L$ of kosarak is only 8.1. It has $n = 41, 270$ items. Its density $L/N$ is very low: 0.0196%.

The performance of pumsb is a mixed story as shown in Figure 4(b). The smallest threshold $t=35K$ shows consistent improvement for all $2 \leq k \leq 10$. For thresholds 36K, 37K and 38K, the performances improve until certain points of $k$, then start to deteriorate. For 39K and 40K, there is no improvement for all $2 \leq k \leq 10$. The $L$ of pumsb is 74 which is large, but its $L/N$ is small (3.5%), much smaller than those of chess, connect and mushroom (49.3%, 33.3% and 19.3%). But, it is much larger than that of kosarak (0.0196%).

It seems that density $L/N$ can indicate what kinds of databases will benefit from partial enumeration. The databases with high density $L/N$ tend to have long frequent patterns. These long frequent patterns cause deep recursive calls (one item per call) in the FP-growth recursive algorithm. The partial enumeration with small enumeration depth $k$ helps avoid deep recursive calls, thus improving the
percentage.

In table 1, we list another column of $L^2/N$ as a combined index for the suitability for partial enumeration. As a future work, we plan to do more experimental evaluations and try to find a more accurate model to predict what kind of databases are suitable for partial enumeration and what is the best enumeration depth for such a database.

4. CONCLUSION

We have presented an algorithm of mining frequent items using partial enumeration. By enumerating partial fragments before calling the recursive FP-growth function, we can partially turn recursion to enumeration and reduce the cost of deep recursive calls. We presented the result of experimental evaluation which shows that partial enumeration can reduce the time of the FP-growth mining [1] significantly for the databases with high density.
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